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양적 연구 강좌 소개(2026년 동계)
ㆍ 강좌: 기초통계이론
ㆍ 일시: 2월 19-20일 (목, 금) 10:00~16:30

  ‘기초통계이론’ 강좌는 통계학을 전혀 모르거나 통계이론과 통계분석을 기초부터 학습하
고자 하는 연구자에게 적합한 초급과정입니다. 대부분의 학생들은 기초통계 과목은 어렵고 
수학과 밀접한 관련이 있는 과목이라고 생각합니다. 그러나 통계이론은 통계 자체를 탐구
하는 것이 아니라 자신의 연구 분야에 통계를 적용하여 객관적이고 과학적인 힘을 부여하
려 하는 것이 목적이기 때문에, 수학에 대한 큰 두려움을 갖지 않아도 됩니다. 

   ‘기초통계이론’의 목적은 다양한 전공 연구자들에게 기초 수준의 통계를 알기 쉽고 재
미있게 설명함으로써, 유용한 통계 논리를 습득하는 것에 있습니다. 강좌에서 다루어지는 
구제적인 내용은 ① 통계의 필요성 및 통계를 이해하기 위한 기본 개념들, ② 기술 통계, 
③ 추리 통계의 차이 ④ 검사의 양호도 분석에 대해 알아봅니다. 

 특히 표집을 통해 연구의 실효성을 검증해야 하는 현실적 상황에 따라, 가설검증에 기반
이 되는 기초 확률이론, 표집분포, 중심극한정리, 정상분포, 표준정상분포, 오류의 유형, 
유의확률, 통계적 유의성 등 통계의 기초를 다룹니다. 또한 통계 분석에 기반이 되는 측정
에서 측정의 도구로 활용되는 검사의 양호도 검증 방법 안내까지 통계 분석을 위한 전반
적인 overview를 제공할 수 있는 과정입니다. 

 강사 소개: 이현정 (고려대 연구교수)
- 한국교육과정평가원 대수능팀
- SCAU 교수 설계팀 연구원 근무
- 고려대학교 학부/대학원/교육대학원 평가, 통계, 연구방법 강의
- 중앙대학교 교육대학원/대학원 통계 및 양적 연구 강의
- 구조방정식 모형에서의 잠재계층분석, 방법효과 등 다수 논문 발표

ㆍ 강좌: 구조방정식 기초와 R을 이용한 매개모형 분석
ㆍ 일시: 2월 23일 (월) 10:00~16:30
  매개효과 모형(Mediation Model)은 사회과학 연구에서 변수 간 인과적 메커니즘을 탐구
하는 데 널리 활용되고 있다. 단순한 독립변수–종속변수 관계를 넘어, 독립변수가 매개변
수(mediator)를 통해 종속변수에 미치는 과정을 모형화함으로써, 연구자는 현상 뒤에 있는 
심리적·사회적 과정을 정교하게 설명할 수 있다.
  본 강의는 매개효과 모형을 처음 접하는 연구자도 무리 없이 따라올 수 있도록 구성되
었다. 강의 전반부에서는 구조방정식 모형(Structural Equation Modeling; SEM)의 기본 
개념, 추정 방법(estimation), 모형 적합도(model fit) 등 분석의 토대를 다룬다. 이어서 
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매개효과 검증과 관련하여 Baron과 Kenny(1986)의 전통적 접근법의 한계, 이를 보완하기 
위한 Bootstrap 기법의 필요성과 원리(간접효과의 신뢰구간 추정 등)를 소개한다.
  후반부에서는 R의 lavaan 패키지를 활용하여, 관찰변수를 활용한 기본 매개모형부터 잠
재변수를 활용한 형태의 매개모형까지 단계적으로 실습을 진행한다. 참가자는 모형을 설정
하고, Bootstrap을 통해 간접효과의 통계적 유의성과 신뢰구간을 검증하는 전 과정을 경
험하게 된다. 이를 통해 연구자가 각자의 연구 주제에 적합한 매개모형을 설정·분석·보고
할 수 있는 실질적 역량을 갖추도록 돕고자 한다.

 강사 소개: 양준영 (경희대 교육대학원 교수)
- The Ohio State University, USA / Quantitative Research, Evaluation and 
Measurement, Ph.D.
- 고려대학교 교육 측정 및 통계 석사
- 고려대학교 교육학 학사
- 전공: 양적연구, 평가 및 측정
- 강의과목: 교육 빅데이터 분석, 구조방정식, 머신러닝 등

ㆍ 강좌: R 프로그램을 활용한 텍스트 분석 토픽 모델링 기초
ㆍ 일시: 2월 24일 (화) 10:00~16:30

  토픽 모델링은 대량의 텍스트형 자료를 분석하여 내재 되어 있는 의미적 토픽 구조를 
추정하는 자연어 처리 기법 중 하나입니다. 연구자의 주관이 개입되지 않고 상대적으로 대
량의 복잡한 텍스트를 효율적으로 다룰 수 있으며 토픽-단어 확률과 문서-토픽 확률 등의 
계량적 근거를 제공받을 수 있다는 점에서 유용합니다. 특히 ChatGPT와 같이 대규모 언
어 모형의 알고리즘의 하나로 활용될 수 있어 최근 주목 받는 머신러닝 기반 통계 기법입
니다. 

  토픽 모델링의 기본 가정 및 모수 추정 과정, 분석 단계(데이터 전처리, 최적 토픽 수 
결정, 추정 토픽 해석)에 대해 살펴보고, 대표적 모형인 잠재 디리클레 할당 모형(latent 
Dirichlet allocation, LDA), 지도적 잠재 디리클레 할당 모형(supervised latent 
Dirichlet allocation, sLDA), 구조적 토픽 모형(structural topic model, STM)에 대해 
다루어 볼 예정입니다. 각 모형에 적합한 데이터의 형태, 토픽 모델링 분석 과정에서 고려
되어야 할 주의점, 연구 문제와 관련하여 분석 결과를 해석하는 방안 등에 대해 살펴볼 예
정입니다. 

  특히 R 프로그램을 활용하여 텍스트를 분석할 때 각각의 모형을 활용하는 방안에 대해, 
실제 활용 가능한 연구 문제에 기반하여 논의해 볼 수 있어, 향후 연구에 토픽 모델링 기
법을 직접 활용하고자 하는 연구자에게 적합한 강좌입니다. 또한 LDA, sLDA, STM 모형
을 제안한 논문과 이를 교육학, 심리학 등의 사회 과학 연구에 적용한 논문을 함께 살펴봄
으로써 토픽 모델링을 적용하는 연구 아이디어를 브레인스토밍하기에 도움이 됩니다.
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ㆍ 강좌: 기초통계실습
ㆍ 일시: 2월 25-26일 (수, 목) 10:00~16:30
  ‘기초통계실습’ 강좌의 목적은 통계 프로그램 실습을 통해 연구자 스스로 자료를 처리하
고 능숙하게 통계분석을 수행할 수 있도록 도움을 주는데 있습니다. 이를 위해 먼저, 
SPSS 프로그램 활용의 기초(변수 정의, 결측값 처리, 변수 계산, 더미코딩 등)부터 하나씩
차근차근 실습과정을 구성하여 통계분석에 대한 자신감을 부여할 수 있도록 하고자 합니
다. 
  본 강좌에서 다루어지는 내용은 ① 양적변수의 차이(Z, t, F검증) 검증방법, ② 질적변수
의 차이 검증() 방법, ③ 변수 간 관계 검증에 사용되는 상관 방법, ④ 회귀분석 방법에 
대한 간단한 이론적 소개와 SPSS 실습을 병행합니다. 

 강사 소개: 이현정 (고려대 연구교수)
- 한국교육과정평가원 대수능팀
- SCAU 교수 설계팀 연구원 근무
- 고려대학교 학부/대학원/교육대학원 평가, 통계, 연구방법 강의
- 중앙대학교 교육대학원/대학원 통계 및 양적 연구 강의
- 구조방정식 모형에서의 잠재계층분석, 방법효과 등 다수 논문 발표

 강사 소개: 홍민주 (중앙대 심리학과 교수)
- University of Georgia, Quantitative Methodology, Ph.D.
- University of Georgia, Statistics, M.S.
- 고려대학교 교육 측정 및 통계 석사
- 고려대학교 교육학 학사
- 전공: 심리측정학 (양적연구방법론)
- 강의과목: 심리통계, 고급심리통계


